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EDITORIAL

AI in medical research: boosting discovery or  
weakening critical search skills?
Nack A1, Benavent D2

Two decades ago, a clinician searching for evidence 

on methotrexate in rheumatoid arthritis might have 

devoted an afternoon scrolling through manuscripts 

and photocopying abstracts for paper journals. Today 

the same search ends in seconds: an Artificial Intelli-

gence (AI) driven platform parses natural language and 

pushes a curated list of articles to the top of the screen. 

The gain in speed is undeniable, yet the tradeoffs are 

less visible. If opaque algorithms now choose which 

papers reach us, evidence based medicine risks devolv-

ing into evidence filtered medicine.  The challenge for 

rheumatology, and every field that stakes patient care 

on systematic appraisal, is to adapt automation with-

out losing the human scrutiny that detects bias and 

contextualises findings. As we welcome these powerful 

tools, should we also insist on preserving the skill of 

reading beyond the first page of search results?

Until the late 20th century, literature searches in 

medicine primarily relied on manual methods. Prior 

to the advent of PubMed in the 1990s, rheumatologists 

were required to manually browse printed indexes like 

the Index Medicus, review scientific journals in paper 

format and directly consult experts to remain up-to-

date
1
. The introduction of PubMed facilitated literature 

searches, allowing structured electronic database que-

ries in Medline/PubMed, EMBASE, and the Cochrane 

Library, through Boolean operators, MeSH terms, and 

systematic filters
2
. Retrieval involved meticulous ab-

stract screening and citation cross-referencing, which 

ensured thoroughness but required significant time 

and expertise. This process, while labor-intensive, en-

couraged critical engagement with the literature: re-

searchers refined their strategies, assessed relevance 

directly, and retained full control over source selec-

tion, minimizing external biases and avoiding reliance 

on opaque algorithms. However, even precise queries 

could miss key studies due to inconsistent indexing, 

and manual searches proved increasingly difficult to 

scale with the growing volume of biomedical litera-

ture
1,2

.
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PubMed now hosts more than 38 million records, 

a corpus impossible to navigate unaided
3
. The rise of 

AI and machine learning has reshaped this process. 

Traditional keyword-based strategies are now supple-

mented by AI-powered tools such as ChatGPT, Elicit, 

Consensus, OpenEvidence, and Scite
4
, which analyze 

citation patterns, semantic relationships, and relevance 

networks to prioritize results
5
. Large Language Model 

(LLM) interfaces, semantic search engines and citation 

network analysers promise to slash screening time, 

surface hidden connections and even extract struc-

tured evidence tables, augmenting and automatizing 

clinician abilities.

These systems offer notable advantages. They reduce 

search and screening time dramatically, letting users 

filter thousands of articles in seconds and expedite 

evidence synthesis
6
. Elicit, for instance, can extract 

and organize key findings from primary studies into 

structured summaries, helping researchers interpret 

evidence without reading full texts line by line. Con-

sensus applies LLMs to the biomedical literature to de-

termine whether existing studies support or contradict 

a given hypothesis, thereby assisting both retrieval and 

synthesis. OpenEvidence is tailored to clinical practice: 

it delivers concise, evidence-based responses ground-

ed in guidelines and recent publications, streamlining 

point-of-care decision-making. Within ChatGPT, the 

DeepResearch functionality enables targeted explora-

tion of scientific questions using curated sources, facil-

itating synthesis without navigating multiple databases 

manually
4
.

In addition to speed, AI models excel at identify-

ing semantic relationships between studies, revealing 

conceptual links and evidence clusters that manual 

searches may miss. These tools increasingly assist in 

evidence synthesis by summarizing, comparing, and 

organizing conflicting findings. Importantly, they don’t 

replace clinical or methodological expertise, but can 

enhance it by accelerating routine steps and allowing 

users to focus more on interpretation and application
6
. 

Beyond information retrieval, generative AI may con-

tribute cognitively and even emotionally to the re-

search process, a potential “cybernetic teammate”
7
. In 

recent studies, individuals working with AI matched 

the performance of human teams in innovation tasks 

and reported more positive emotional experienc-
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entered the algorithmic pipeline
10

. In this regard, over-

reliance on AI summaries may threaten critical think-

ing, reducing researchers’ capacity to independently 

assess literature and design rigorous strategies
8
.

Generative systems add another layer of risk. Chat-

bots tasked with bibliographic retrieval have fabricated 

references and misattributed quotations
11

. These sys-

tems frequently present answers with unwarranted 

confidence, even when uncertain, increasing the risk 

of misinformation in clinical and academic settings
12

. 

Users may also overtrust AI output simply because it 

appears authoritative: in a recent study, AI-generat-

ed responses were rated more favorably than human 

ones—until participants learned the source was arti-

ficial
13

. Worryingly, ChatGPT has also cited retracted 

scientific articles without flagging their status, present-

ing flawed information as vàlid
14

. Without oversight, 

these tools may influence not only how information is 

accessed but what is deemed valid, potentially impact-

ing medical research and clinical practice in unintend-

ed ways.

es, suggesting that AI may reshape not only how we 

search and synthesize knowledge, but also how we col-

laborate and learn
7
.

While AI enhances discovery, concerns remain. 

How do AI-powered search engines prioritize studies? 

Do these systems have access to full-text sources, or are 

they limited to open-access metadata? Are research-

ers losing the ability to critically evaluate literature? 

Indeed, liberation may come at a cost. Ranking algo-

rithms learn from citation counts, journal impact and 

prior clicks; the result is a feed that privileges prestige 

and momentum
8
. Negative, underpowered or regional-

ly funded studies may vanish from view, producing a 

corpus that looks cleaner than reality. Most tools still 

draw chiefly on abstracts; full texts behind paywalls 

are mined only when institutional licences permit
9
. 

Methodological nuances or subgroup analyses often re-

side exclusively within the full manuscripts, invisible 

to models that scrape titles and summaries. The user 

confronted with a polished paragraph may feel every 

stone has been turned, unaware that key studies never 

Figure 1. Evolution of the literature search.
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Rather than rejecting AI, the solution may lie in in-

tegrating it critically into medical workflows
8
. Success 

depends on introducing robust digital-scholarship 

competencies (algorithmic literacy, critical appraisal of 

machine output and data-governance principles) ear-

ly in medical training. Researchers must learn to val-

idate AI-generated content against primary sources to 

ensure accuracy and avoid misinformation. Training 

should promote hybrid search strategies that combine 

Boolean logic with AI-powered tools to reduce bias and 

improve coverage. Equally essential is systematic in-

struction on algorithmic bias and model provenance, 

enabling future clinicians and scientists to interrogate 

opaque ranking systems and preserve methodological 

rigour in evidence synthesis
15

. Journals and funding 

bodies should, in parallel, require transparent disclo-

sure of AI assistance in literature searches, reinforcing 

reproducibility and sustaining accountability across 

the research process
16

.

In summary, are we truly ready to entrust genera-

tive language models to decide which studies earn a 

place in our systematic reviews today? Despite grow-

ing interest and promising advances, current AI-based 

tools are not yet sufficiently validated to replace tradi-

tional methods, particularly in the phase of literature 

assessment
17

. While some tools like ASReview, Distill-

erSR, and Rayyan have shown great utility in screen-

ing phases and LLMs offer semantic search capabili-

ties, they lack external validation in autonomously 

handling systematic reviews; they often rely on partial 

corpora (abstracts without full texts) and conceal their 

ranking logic
17,18

. Comparative studies highlight gains 

in speed but also reveal risks of bias, reduced sensitiv-

ity, and opacity in ranking algorithms
18

. Therefore, AI 

should be integrated cautiously and complementarily, 

with human oversight, hybrid search strategies, and 

transparent reporting to preserve methodological rigor.

A PROPOSAL FOR RHEUMATOLOGY
Given the growing reliance on AI-assisted research, 

rheumatology should promote responsible use through 

targeted training. Residency programs should teach 

algorithmic literacy alongside epidemiological meth-

ods, reinforcing critical evaluation skills and ensuring 

trainees can verify and contextualise machinegenerat-

ed outputs while preserving their own critical judg-

ment
15

. Comparative evaluations, such as AI-assisted 

reviews versus conventional systematic reviews, may 

help to map accuracy and bias
8
. Finally, scientific so-

cieties could publish guidance on responsible deploy-

ment, balancing efficiency with vigilance.

AI has transformed literature search, but the re-

sponsibility for interpreting evidence remains with 

clinicians. While it improves efficiency, AI may also 

introduce bias, over-filtering, and risks to critical ap-

praisal. Its integration into medical practice must sup-

port—not replace—clinical judgment, and training 

should emphasize literacy, validation, and vigilance. 

Without oversight, AI may distort evidence-based 

medicine, prioritizing algorithmic outputs over scien-

tific rigor. It remains a powerful tool, but clinical de-

cisions must stay in human hands. Automation may 

determine what rises first on screen; judgement must 

decide what endures in practice.
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